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Abstract

Logic reasoning in natural language has been
recognized as an important measure of hu-
man intelligence for Large Language Models
(LLMs). Popular benchmarks may entangle
multiple reasoning skills and thus provide un-
faithful evaluations on the logic reasoning skill.
Meanwhile, existing logic reasoning bench-
marks are limited in language diversity and
their distributions are deviated from the distri-
bution of an ideal logic reasoning benchmark,
which may lead to biased evaluation results.
This paper thereby proposes a new classical
logic benchmark DivLogicEval, consisting of
natural sentences composed of diverse state-
ments in a counterintuitive way. To ensure a
more reliable evaluation, we also introduce a
new evaluation metric that mitigates the influ-
ence of bias and randomness inherent in LLMs.
Through experiments, we demonstrate the ex-
tent to which logical reasoning is required to
answer the questions in DivLogicEval and com-
pare the performance of different LLMs in con-
ducting logical reasoning.

1 Introduction

Large Language Models (LLM) have been eval-
uated on various datasets to assess different abili-
ties, including mathematics reasoning (Cobbe et al.,
2021), instruction following (Wang et al., 2023),
and code generation (Chen et al., 2021). Logic
reasoning, has long been utilized as an important
measure for evaluating human intelligence level
during onboarding, graduate admission, and civil
servant recruitment. Many globally recognized ex-
aminations usually include a significant portion
of logic puzzles, such as the LSAT, GMAT, civil
service examinations, and aptitude tests.

Although some popular benchmarks such as Re-
Clor (Yu et al., 2020) and LogiQA (Liu et al., 2020)
exist for evaluating logical reasoning (Yu et al.,
2020; Liu et al., 2020, 2023a; Huang et al., 2023),
they do not solely concentrate on logic reasoning.
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In fact, various reasoning (e.g., commonsense rea-
soning and logic reasoning) skills may entangle in
these benchmarks and some other reasoning skills
can make non-negligible contributions to solving
the task. For example, as shown in experiments
(see §3.1), by simply reducing the model’s abil-
ity to utilize logical reasoning through prompting,
LLM surprisingly yields better performance on Re-
Clor and LogiQA. Consequently, such benchmarks
may overestimate the logic reasoning abilities of
LLM:s.

Meanwhile, some efforts have been made to cre-
ate datasets based on classical logic (Hahn et al.,
2021; Pi et al., 2022; Sanyal et al., 2022). For ex-
ample, FOLIO is equipped with human annotations
of classical logic (Han et al., 2022) but it only con-
tains about two hundred instances due to annotation
cost. Other datasets are synthetically generated by
predefined templates over classical logic expres-
sions (Clark et al., 2020; Tian et al., 2021; Saparov
and He, 2023). Unfortunately, the language variety
within these benchmarks is limited due to the high
expenses associated with manually annotating di-
verse sentences, while their predefined templates
are unable to ensure sentence diversity. Therefore,
they inherently suffer from an important limitation
in distribution bias. As quantified in Section 3.2,
for the most diverse synthetic dataset, its vocabu-
lary size is only about two hundred, and their data
distribution is largely deviated from the distribution
of natural language. As a result, such test datasets
may induce a biased evaluation result according
to the statistic sampling principle (Cochran, 1977,
Lohr, 2021).

In this paper, we thereby propose a Diverse
Logical Reasoning Evaluation (DivLogicEval)
benchmark, which includes a diverse evaluation
dataset with a rich vocabulary. Specifically, as
illustrated in Figure 1, the key idea to construct-
ing DivLogicEval includes two steps (§2.1): we
first sample a classical logic expression, which is



Formation of Symbolic Logic Propositions
[ Rules: 1.A—B. 2.-(AAB)—C. 3.AvB—C ]

Sampled Propositions Set q:
E, ((EAF)->C),((DAC)—F), D

Unique variables: C,D, E, F
Options set: C, °C, D, D, E, -E, F, -F
C—»D, ﬂC—»D, "C—F‘D, C—)"D, C—E ...

Entailment group e: C—D, ..., "F-C, ..., E
Non-entailment group n: C»-D, ..., F—C, ..., F

Formation of Question Types ~-.

Question [Missing Premise]:
E,("(EAF)—C),((DAC)—F)|=(E— D)

Logic Variables Corresponding Instance:

C: instance 132 of SNLI - A group of guys is playing soccer in a park with ...
D: instance 4212 of SNLI - A dog catches a disk in air.; An animal is jumping.
E: instance 14 of SNLI - A man in a green shirt is hailing a cab.; Amaniis ...
F: instance 79 of SNLI - Kids play soccer outside.; Children are engaging ...

Templates of Logic Rules:

A — B: IfA, B.; Given A, B.; B is consequent to the case than A.; ...

(A A B)— B: When not both Aand B, C.; If <NOT>A or <NOT>B, C,; ...
(Av B)— B: IfAor B, C.; C, except when neither A nor B; ...

ChatGPT l Transforming Into Natural Language

Content:

A man in a green shirt is hailing a cab. If a man in a green shirt doesn’t hail
a cab or kids don’t play soccer outside, a group of guys is playing soccer in
a park with onlookers in pavilions behind them. If it is not the case that
both a dog catches a disk in the air and a group of guys are playing soccer
in a park with onlookers in pavilions behind them, kids play soccer outside.
Therefore, a man is getting a cab hence an animal is jumping.

Question:
What is the absent assumption that links the premises to the conclusion?

Options:
A. Only if a group of guys doesn’t play soccer in a park with onlookers in

Options:
A.F—>-C

park.

pavilions behind them, children are engaging in outdoor sports.
B. A dog catches a disk in the air.
C. Children are engaging in outdoor sports, if men are playing soccer in a

D. Children are engaging in outdoor sports.

Figure 1: Illustration with the construction process.

verifiable by an external logic solver from a pre-
defined set of symbolic logic propositions; and
then the logic expression is transformed into nat-
ural language by instantiating its variables with
diverse natural sentences and concatenating them
with counterintuitive sentence connectives. More-
over, we propose a new evaluation metric for Di-
vLogicEval which posses additional benefits over
the existing evaluation metrics (§2.2). Our fur-
ther analysis demonstrates the effectiveness of Di-
vLogicEval: DivLogicEval not only concentrates
more on the logic reasoning skill than ReClor and
LogiQA but also surpasses existing Logic-aware
benchmarks in language diversity (§3). Finally, we
evaluate popular LL.Ms include open-sourced and
closed-sourced LLMs on DivLogicEval with some
interesting findings (§4).

2 DivLogicEval Benchmark

2.1 Dataset Construction

Overview. DivLogicEval is a multiple-choice
MRC dataset for ease and effectiveness in evalua-
tion, and it consists of three components: content,
passage, and (four) options, with only one of them
being correct. DivLogicEval is a synthetic dataset
constructed based on verifiable propositional logic
in a counterintuitive manner. The construction
method comprises several steps as illustrated in

Figure 1. We first sample a propositional logic ex-
pression that can be verified by an external logic
solver, thereby creating a predefined set of sym-
bolic logic propositions. Subsequently, the logic
expression is transformed into natural language by
instantiating its variables with diverse natural sen-
tences. Finally, these sentences are concatenated
with connectives in a counterintuitive manner. The
detailed construction process is described in the
rest of this subsection.

Formation of Symbolic Logical Propositions.
Two to three logic atom units are sampled from
a set of eight possible variables (i.e., ‘A’, ‘B’, ...,
‘H’) iteratively while the probability of sampling
the variables will drop in case it is being selected.
The selected variables are then incorporated into
the three implication rules that are commonly used
in previous research to address (Wang et al., 2022;
Lietal., 2022; Zhao et al., 2022) or generate (Clark
et al., 2020; Sanyal et al., 2022) logical reasoning
benchmarks. The sampled propositions are con-
catenated to form the content of the MCQA.

((A— B) = (-B — —A)) (1a)
(m(AAB) = C)—= (mA—=0)) (1b)
((AVB)—=C)—= (A—0C)) (1¢)



Formation of Potential Answer Set. The poten-
tial answer set is constructed with all possible pairs
of variables with inference relation as well as the
single atom variable, including the consideration
of the negated variables. With an external logic
validator, the options set can be divided into the
entailment group e and the non-entailment group
n. To ensure at least two propositions in the con-
tent are necessary to derive the correct answer, the
variable pairs in the entailment group e that can
be directly derived from a single proposition ¢; are
filtered out.

Formation of Question Types. DivLogicEval is
designed with three similar question types to the
renowned GMAT examination in this domain. The
content part for different question types is normally
as the premise, except for “Missing Premise”.

3cle: The content fails to imply three of the options
while implying the remaining one.

3elc: The content implies three options while fail-
ing to imply the remaining one.

Missing Premise: The content part is modified
to combine with a valid conclusion from the en-
tailment group. The necessary proposition in the
premise, which guarantees the premise leads to the
conclusion, is then removed. The removed propo-
sition then becomes the correct option. Meanwhile,
the remaining three options are drawn from the
non-entailment group, with further validation con-
ducted by an external validator. A sample instance
of this question type is presented in Figure 1.

Transforming Into Natural Language. To en-
sure the richness of language diversity, each logical
variable is replaced by simple sentences sourced
from SNLI (Glockner et al., 2018) and MNLI
datasets (Williams et al., 2018). Inappropriate sen-
tences from these datasets are filtered by predefined
rules to ensure the language quality and details are
provided in the supplementary materials.

To generate natural language templates for the
three inference rules, GPT-3.5 is employed with
several sample templates provided as input. For
instance, one of the templates for expressing logical
implication, "A implies B," can be used.

The finalized text is subsequently subjected to a
grammar check by passing it through GPT-3.5 once
again. The ratio calculated by dividing the length of
the longest common substring between the original
text fragment and the modified fragment over the
maximum fragment length is applied. To prevent

excessive modifications made by GPT-3.5, only
proposed changes with a ratio greater than 0.5 are
retained. Multiple trials are conducted, and the
result with the smallest amount of modification is
adopted. To further maintain the quality of the
testing set, we manually review and approve the
changes suggested by GPT-3.5.

Remarks on Language Diversity. As presented
in section 1, language diversity is an important
factor in making evaluation on our benchmark un-
biased and reliable. To make our benchmark di-
verse, we take language diversity into account in
the following four aspects when transforming logic
expressions into natural language. (1) We instanti-
ate each variable in logic expressions with a natural
sentence. Since a natural sentence itself is diverse
enough, the diversity of our benchmark can there-
fore be achieved. (2) Since an expression may con-
tain the same variable multiple times, we instantiate
such a variable with different sentences with NLI
datasets where multiple expressions with the same
or contradicting meanings exist. (3) GPT-3.5 is
utilized to ensure the templates for combining dif-
ferent natural language expressions are diversified.
(4) Sentence negation is performed to add diversity
to an existing natural language expression.

2.2 Evaluation Metric

Issues of Existing Metrics. On the existing
benchmarks such as ReClor, two popular metrics
(i.e., Accuracy and Circular) are used for evalu-
ation. ‘Accuracy’ measures the accuracy of the
original instance. Instead, ‘Circular’ evaluates all
mutants of an instance by shifting the order of the
options in a circular way (Liu et al., 2023b), and
an instance is considered correct only if all mu-
tants with different options in different positions
are answered correctly. !

Unfortunately, we find that both existing metrics
lack faithfulness. Specifically, when comparing
GPT-4 and Gemini in a zero-shot setting on Div-
LogicEval, Gemini-1.0-pro may outperform GPT-
4-turbo in a single trial in terms of accuracy, as
shown in Table 1. However, this trend does not
hold across other trials, as indicated in Table 2.
In a similar experimental setting focused on logi-

'For example, if the four options are denoted o1,
02, 03, and o4, and the original instance is de-
noted by (o01,02,03,04), then the four created mutants
are (01,02,03,04), (02,03,04,01), (03,04,01,02), and
(04,01, 02,03). An instance is considered correct only if all
the mutants are answered correctly.



cal reasoning with distracting rules, Chen (2024)
demonstrates that GPT-4 consistently outperforms
Gemini-1.0-pro. Using the same LLLMs, we obtain
the same conclusion with Circular and PartialCir-
cular metrics. Furthermore, as shown in Table 2,
the coefficient of variance of PartialCircular is sig-
nificantly better than that of Circular calculated
over five independent runs. This reduces the like-
lihood of drawing inconsistent conclusions across
runs and demonstrates the advantage of introducing
PartialCircular.

| Gemini (run3) | GPT-4

Accuracy (ACC) 324 322
Circular (CIR) 8.0 12.3
PartialCircular (PC) 18.1 22.1

Table 1: Accuracy (ACC) is not consistent with Circular
(CIR) and PartialCircular (PC). Gemini-Pro is compara-
ble to GPT-4 in terms of ACC but it is not in terms of
CIR and PC.

| unl  run2  run3  rund  run5 | CV

ACC | 30.0 320 324 301 320 | 33
CIR 7.4 8.1 8.0 8.0 9.0 | 6.3
PC 176 188 181 185 19.1 | 3.1

Table 2: Coefficient of variance (CV) for Circular (CIR)
is much larger than those for Accuracy (ACC) and
PartialCircular (PC). CV is calculated on five runs of
Gemini-Pro.

PartialCircular. The intuition behind Circular
is to evaluate the model’s confidence alongside
correctness, rather than focusing solely on accu-
racy. With a higher probability in a particular op-
tion, it reflects the model’s confidence beyond ran-
dom guessing. In cases where the model randomly
guesses the answer (i.e., equal probabilities among
all options), even a correct guess in one instance
should not earn credit, as this would overestimate
the model’s true understanding or reasoning ability.

Inspired by Circular, we propose an alternative
metric PartialCircular. Similar to Circular, Partial-
Circular also takes into account all mutants for
an instance. However, PartialCircular would as-
sign a non-zero value to an instance even if there
is an incorrect prediction for some of its mutants.
Formally, the computation of PartialCircular per
instance is designed as:

>0

-(1+ ) p(o)logy p(0)) )

where c is the number of mutants being answered
correctly, p(-) is the frequency distribution of the
predicted options for all the mutants. For exam-
ple, suppose there are four mutants(o1, 02, 03, 04),
(02,03, 04,01), (03,04,01,02), and (04, 01, 02, 03),
and their predicted options are o1, 01, 03 and oy,
respectively. If the ground-truth option is o for all
four mutants, then ¢ = 2, p(01) = 2/4, p(02) =0,
p(o3) = P(o4) = 1/4 and thus PartialCircular
value is 0.125. The intuition behind the entropy in
Eq. (2) is to penalize predicted frequency distribu-
tions with high entropy, as higher entropy indicates
greater uncertainty. Additionally, we provide an al-
ternative equation for scenarios where partial credit
can be awarded for a correct answer, even under
the case of random guessing. For further details,
see Appendix F.

| | Origin  NoLR | A

ACC 32.2 28.6 -3.6

DivLogicEval | CIR 16.4 15.8 -0.6
PC 6.3 5.2 -1.1

ACC 57.3 59.8 +2.5

ReClor CIR 32.1 35.0 +2.9
PC 45.1 48.0 | +2.9

ACC 51.9 532 | +1.3

LogiQA2 CIR 159 20.7 +4.8
PC 28.0 33.6 | +5.6

Table 3: Performance comparison between prompt-
ing GPT-3.5 to answer without using logical reasoning
(NoLR) and using the original prompt (Origin). A refers
to the difference between Origin and NoLR.

3 Effectiveness of DivLogicEval

DivLogicEval effectively decreases the dependency
on other reasoning abilities and mitigates the risk
of distribution bias by providing a more diverse
dataset.

3.1 Reliance on Logic Reasoning

DivLogicEval is proposed on top of logic reasoning
in a counterintuitive nature and we hope that it has
the potential to prevent the task from being solved
with other reasoning abilities rather than logic rea-
soning ability. Theoretically, it is intractable to
disentangle the logic reasoning ability from all
types of reasoning abilities. In practice, we de-
sign a simple experiment to roughly verify our
hypothesis by using the prompting technique in
LLMs. Specifically, we prompt an LLM to disable
its logic reasoning ability during the inference, i.e.,
we add ‘Please try your best to answer correctly



DivLogicEval | ReClor LogiQA2 | RuleTaker LogicNLI FOLIO RobustLR  PrOntoQA-OOD
# of instances 900 1000 1470 100k 2000 227 120k 1450
vocabulary size 6748 7785 13546 67 241 1140 47 108
KL 1.87 1.44 1.32 4.29 4.62 2.77 6.28 6.24

Table 4: Analysis of distribution bias among different datasets (i.e., testing set). KL divergence between the

vocabulary frequency distributions in the testing set and wiki is presented as the metric of distribution bias.

without performing any logical reasoning’ (NoLR).
We conduct experiments on GPT-3.5 and compare
DivLogicEval with two popular benchmarks Re-
Clor and LogiQA?2. The results are shown in Table
3. From Table 3, we can see that the NoLR system
is worse than the original system on DivLogicE-
val. However, the decrease is not as large as one
expected. One possible reason is that the NoLR
prompt can not fully disable the logic reasoning
ability for GPT-3.5 but decreases its usage of logic
reasoning to some extent. In contrast, to our sur-
prise, the NoLR system is even better than the orig-
inal system on both ReClor and LogiQA?2. This
supports our hypothesis that DivLogicEval relies
more heavily on logical reasoning compared to Re-
Clor and LogiQA2. At the same time, it highlights
that other forms of reasoning, along with the pre-
trained knowledge of LLMs, make a non-negligible
contribution to the performance of existing linguis-
tically diverse benchmarks ReClor and LogiQA?2.

3.2 Distribution Bias

According to the statistical sampling principle, test-
ing instances should be randomly sampled in an
independent identically distributed manner. Other-
wise, the evaluation result on such test data will be
biased and unreliable (Cochran, 1977; Lohr, 2021).
Unfortunately, there are some inevitable biases in
the existing logic reasoning benchmarks as well
as our proposed benchmark during their construc-
tion (Han et al., 2022; Clark et al., 2020; Tian et al.,
2021; Saparov and He, 2023). For example, FO-
LIO dataset (Han et al., 2022) is from a particular
domain and may be biased to the preferences of an-
notators for manual modifications; Ruletaker, Log-
icNLI and PrOntoQA are generated by a set of pre-
defined (biased) templates (Clark et al., 2020; Tian
et al., 2021; Saparov and He, 2023). Consequently,
it is crucial to study the effects of distribution bias
on the classical logic benchmarks.

Since the exact distribution for the data is un-
known, it is intractable to exactly measure the dis-
tribution bias for a classical logic dataset. Instead,
we have some relaxed requirements for an ideal

classical logic dataset. For example, as the essence
of natural language sentences, such data should
be diverse and its distribution should be similar to
the distribution of general data such as wikipedia.
Based on this requirement, we conduct an exper-
iment to approximately measure the distribution
bias. We first randomly select a subset noted by
wiki-subset from wiki dataset 2. Then we calculate
the KL divergence between the frequency distribu-
tion of the wiki subset and that of each test set from
several classical logic benchmarks. To ensure a fair
comparison, we control the number of tokens in
the wiki subset to be similar to that of the smallest
test set (i.e., FOLIO) among those classical logic
benchmarks. As a reference, we also calculate the
KL divergence for non-classical logic benchmarks
(Reclor and LogiQA2). The result presented in
Table 4 shows:

1. Our benchmark is significantly more diverse
than existing classical logic benchmarks in
vocabulary.

2. Our benchmark achieves the lowest KL diver-
gence compared to the classical logic bench-
marks.

3.3 Effect of Contamination

The issue of data contamination has been increas-
ingly recognized in the research community due to
its detrimental impact on model evaluation. LLMs
can solve existing benchmarks through memoriza-
tion of pretrained data rather than reasoning, lead-
ing to an overestimation of their performance by
the current evaluator. The counterintuitive nature of
our benchmark offers additional advantages in po-
tentially preventing data contamination. We design
two experiments to analyze the effect of DivLog-
icEval regarding to data contamination.

First, we directly examine the contamination
level of DivLogicEval with regard to the current
GPT-3.5 following Deng (2024) approach. The
contamination level is measured by the exact match
rate between the predicted option and its original

ZSubset “20220301.simple” is used



option which is incorrect. We find that the exact
match rate is only 0.2%, which demonstrates that
DivLogicEval remains uncontaminated in GPT-3.5,
despite our dataset being sourced from popular NLI
benchmarks.

Second, we study the effect of contamination
when both SNLI and MNLI datasets are covered in
the pretraining dataset of open-source LLMs. This
situation is likely to occur as the LLMs continue
to expand their pre-training datasets. To this end,
an open-sourced LLaMA? is used for additional
pre-training on both SNLI and MNLI datasets. We
compare the performance gap between the addi-
tionally pretrained model and the original model
on DivLogicEval. This performance gap serves as
an indicator of the effect of contamination. Our
results presented in Table 5 demonstrate that the
impact of contamination on DivLogicEval is negli-
gible compared to the effect on SNLI.

| origin tuned(1x) tuned(10x) | A
SNLI | 411 538 538 | +127
DivLogicEval | 26.9 28.1 28.1 | +1.2

Table 5: Task performance comparison between SNLI
and DivLogicEval in llama-2-7b (origin) and llama-2-
7b with further pretraining on SNLI (tuned) for one (1x)
and ten epoch (10x). A refers to the difference between
tuned and origin.

4 Evaluating LLMs on DivLogicEval
4.1 Settings

Datasets DivLogicEval is a multiple-choice
dataset, comprising four options, with one op-
tion being the correct answer. The dataset com-
prises a total of 12,589 instances, distributed as
follows: 4196 instances corresponding to *3cle’,
4195 instances corresponding to *3elc’, and 4198
instances corresponding to *missing premise’.

The dataset is partitioned into unpolished and
polished sets (i.e., testing set). The human post-
editted polished set consist of 900 instances, with
the class balance being maintained within each
set. The distinct vocabulary size of DivLogicEval,
determined using the nltk tokenizer, is comparable
to that of complex datasets such as ReClor and
LogiQA2 as illustrated in Table 4. Additionally,
it is significantly larger than that of classical logic
reasoning datasets.

Configurations. When the scale of model size
increases, there is an inherent capability for LLMs

to handle different natural language tasks in a
zero-shot setting (Wei et al., 2022; Kojima et al.,
2022). In addition to studying their performance
under a zero-shot setting, we further investigate
their performance in a few-shot setting by provid-
ing examples for guidance. Under the three-shot
setting, the models are provided with three spe-
cific examples to facilitate their learning process
prior to answering each question. The inclusion
of one example corresponding to each question
type is ensured and sampled from the unpolished
set. The models under review include Mixtral
(mixtral-8x7B-instruct-ve.1) (Jiang et al., 2023),
LLaMA 3.3 (1lama-3.3-7@b-instruct) (Touvron
et al., 2023), Qwen 2.5 (qwen-2.5-72b-instruct)
(Qwen et al.,, 2025), Gemini (gemini-1.5-pro)
(Team, 2023), GPT-3.5 (gpt-3.5-turbo), GPT-4
(gpt-4-1106-preview), GPT-40 (gpt-40-2024-05-13)
and ol-preview (o1-preview-2024-09-12) (OpenAl,
2023) They are prompted with the instruction
“You need to answer in the form of Answer:
<A/B/C/D>”. We evaluate all these systems in
terms of all three metrics mentioned in section 2.1,
i.e., Accuracy, Circular, and the proposed Partial-
Cirular.

4.2 Experimental Results

Metrics for Evaluating LLMs. When evaluating
performance solely based on accuracy, it becomes
difficult to differentiate the performance of differ-
ent LLMs, except for the ol-preview model. On
the other hand, the Circular and PartialCircular met-
rics provide a clear ranking among different LLMs,
further supporting the significance of introducing
PartialCircular. Therefore, in the subsequent anal-
ysis of the model performance, we focus on the
results obtained with Circular and PartialCircular.

Main Results. The evaluation is conducted on
both open-source and closed-source models. Six
large language models (LLMs) are selected for the
assessment, including Mixtral, LLaMA 3.3, Qwen
2.5, Gemini, GPT-3.5, and ol-preview. Due to
cost constraints, the evaluation for the ol-preview
model is limited to a subset of the first 40 instances.
Among all the evaluated LLMs, all exhibit poorer
performance on the subset compared to the com-
plete test set, with the exception of the lowest-
performing model GPT-3.5. Notably, GPT-3.5 is
the only model that performs better on the subset
than on the complete test set. However, it also ex-
hibits the largest performance gap when compared
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Figure 2: Performance with respect to the three question types in DivLogicEval under different settings.
*The ol-preview (ol-prev.) model is evaluated on a subset.

to the ol-preview model in the subset evaluation.
Given the significant performance difference be-
tween GPT-3.5 and ol-preview, the performance of
the ol-preview model reported in Figure 2 is likely
a lower bound estimate of its actual performance.
A detailed comparison between different LLMs
under the zero-shot and 3-shot settings is presented
in Figure 2. “test (overall)” provides an overview
of the average performance across three question
types in DivLogicEval. Additionally, the perfor-
mance of specific question types across various
evaluation metrics is also presented. The corre-
sponding table recording the evaluation results is
provided in the supplementary materials.
ol-preview model exhibits superior performance
compared to other LLMs in general. However,
even when considering the most lenient measure,
its accuracy of 51.3% indicates significant room for
improvement. Meanwhile, all other LLMs achieve
accuracy below 36%, indicating only a basic level
of understanding slightly higher than random guess-
ing. Results show that the ol-preview model

is more capable of identifying the non-entailing
option compared to identifying the entailing op-
tion. Excluding ol-preview which takes signifi-
cantly longer inference time, the recently released
LLaMA 3.3 and Qwen 2.5 shows the best perfor-
mance. In terms of overall ranking, GPT-40, GPT-
4 and Mixtral follow the two open-source LLMs,
while GPT-3.5 exhibits the poorest performance.
Results highlight different strengths and weak-
nesses among the LLMs in logical reasoning. Most
models are better at locating the entailing option,
whereas ol-preview excels in identifying the non-
entailing option. GPT-40 and GPT-4 on the other
hand perform better in locating the missing propo-
sition. Besides the ranking, different models also
benefit to varying degrees when provided with few-
shot samples. The ol-preview shows the largest
improvement in the 3-shot setting while other mod-
els show only modest gains or even small declines.
Compare to experiments in Table 1 and 2, sig-
nificant improvement can be observed with version
upgrades across LLMs, i.e., between Gemini-1.0-



pro in Table 2 and Gemini-1.5-pro in Figure 2 as
well as between the OpenAl family. However, de-
spite these advancements, there remains substantial
room for improvement in the logical reasoning ca-
pabilities of all models.

Error analysis With human inspection, failed
cases arise for various reasons, such as misinterpret-
ing the content statement, overlooking statements
that invalidate certain options, hallucinations dur-
ing intermediate steps, generating a final answer
that does not align with its preceding reasoning,
etc. An example illustration of the failure case is
in Appendix H.

Analysis on Few-Shot Setting of GPT-4. Sur-
prisingly, GPT-4, which achieves nearly the highest
performance in the zero-shot setting among closed-
source LLMs excluding the ol-preview model, is
the only model that does not benefit from in-context
samples across all metrics. To understand the
factor causing this, we also experiment with the
symbolic version of DivLogicEval, named as “s-
DivLogicEval”. The result in Table 6 shows GPT-4
can indeed benefit from the in-context learning in
the symbolic logical expression format, indicating
the potentially severe negative effect posed by the
unintuitive connection of sentences on GPT-4, but
not on other models. Notably, the performance on
s-DivLogicEval is significantly better than that on
DivLogicEval, as shown in the table. This some-
where indicate the robustness of LLMs in handling
counter-intuitive content.

| | DivLogicEval  s-DivLogicEval
ACC 32.2 39.1
0-shot | CIR 12.3 16.3
PC 22.1 27.0
ACC 27.2 38.1
3-shot | CIR 7.2 18.7
PC 17.0 28.1

Table 6: Performance of GPT-4-turbo on DivLogicEval
in symbolic form and in natural language form

Human Study. Four university graduate students
from the Computer Science and Engineering De-
partment are asked to complete 60 samples from
the DivLogicEval test set. They achieve an aver-
age accuracy of 86.7%, which greatly surpasses
the performance of LLMs. Before they tackled the
questions, we made sure they are capable of solving
symbolic samples from the s-DivLogicEval unpol-
ished set to ensure their proficiency in solving logic

puzzles. Participants were simultaneously pre-
sented with True/False versions of s-DivLogicEval
propositions, only those who achieved an accuracy
greater than 80% on these questions were invited to
participate in the human studies of DivLogicEval.

5 Related Work

5.1 Complex Logical Reasoning Datasets

Various datasets have been introduced to evaluate
the reasoning ability of LLMs at a more domain-
specific level. In the logic reasoning domain, there
are two notable multiple-choice question answer-
ing (MCQA) datasets that are composed of infer-
ence questions. ReClor (Yu et al., 2020) is derived
from GMAT and LSAT questions while LogiQA
(Liu et al., 2020) is sourced from the Chinese Civil
Servants Examination. Subsequently, Liu et al.
(Liu et al., 2023a) published the second version
of the dataset, which included newly added exam
questions, along with enhanced translation and an-
notation of the data. These datasets concern more
than just inference problems, the correct derivation
of answers may involve commonsense reasoning,
allowing LL.Ms to leverage their inherent knowl-
edge learned during pre-training to answer the ques-
tions. It remains unclear whether a performance
increase can be attributed to the enhanced ability
in commonsense reasoning or logical reasoning.
Additionally, the rationale behind these tasks in
justifying the answer’s correctness is difficult to
retrieve. DivLogicEval addresses this issue with its
counterintuitive content and content construction
grounded in propositional logic, making common-
sense knowledge likely to be inapplicable in answer
generation.

5.2 Classical Logic Reasoning Datasets

There are numerous domain-specific benchmarks
that are based on classical logic. For instance, FO-
LIO (Han et al., 2022) is a dataset constructed un-
der human supervision, which aims to establish a
dataset with a complex logical reasoning structure.
In addition, Ruletaker (Clark et al., 2020), Log-
icNLI (Tian et al., 2021) and RobustLR (Sanyal
et al., 2022) are synthetic datasets, similar to our
datasets. More recently, PrOntoQA (Saparov and
He, 2023; Saparov et al., 2023) is another synthetic
dataset composed of restricted deduction rules with
unary predicates. Compared with our DivLogicE-
val benchmark, the main limitation is that the lan-
guage diversity in these benchmarks is limited and



thereby suffer from more severe issue of distribu-
tion bias, as measured in our experiments.

6 Conclusion

In this paper, we present DivLogicEval benchmark,
which is specifically designed to evaluate current
LLM:s in logical reasoning. DivLogicEval includes
a synthetic dataset as well as a new evaluation met-
ric. The benefits of this dataset are two-fold: it
reduces its reliance on other reasoning abilities and
therefore provides more faithful evaluation in logic
reasoning compared with popular benchmarks such
ReClor and LogiQA; it is better in language diver-
sity compared to existing classical logic bench-
marks and thus alleviates the potential risk of distri-
bution deviation. In addition, our proposed evalua-
tion metric is able to alleviate some shortcomings
suffered by existing metrics for evaluating LLMs.
To investigate the logical reasoning abilities of dif-
ferent LLMs, a comparative analysis is performed.
The results highlight both the strengths and limita-
tions of current LLMs in logical reasoning, paving
the way for more comprehensive investigations into
their reasoning capabilities.

Limitations

Our methodology involves synthesizing and incor-
porating data from existing benchmarks. Integrat-
ing texts from different datasets into the templates
may cause grammatical mistakes. We used Chat-
GPT to alleviate the issue and manually reviewed
all changes proposed by ChatGPT in the test set to
ensure dataset quality. There are also limitations
in constructing the datasets, such as the number
of implication rules being applied. Regarding this,
our pipeline is extensible for different settings, in-
cluding more logical variables, implication rules,
and larger n values. However, grammar checking
and human reviewing may need to be performed
again to ensure a grammatically correct dataset.
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A Algorithm of constructing symbolic
logical propositions

Our algorithm and hyperparameters decision are
presented below,

Algorithm 1 Pseudo code of formatting the content
of MCQA with symbolic logical propositions

Input: A candidate list « of 8 variables; a candidates picking
counter o initialized as all 0; A predefined value n decides
the maximum number of propositions being created for one
instance.

1: Randomly pick a value [ between 2 and n+1.
2: for: = 0do

3 if i = [ then

4 Break.

5 end if

6:  ifo; =n — 1 then
7: Set p(0;) = 0.1
8 else if 0; > n then
9

: Set p(o;) =0

10:  else

11: Calculate p(o;) with Eq.(3)

12:  endif

13: i=i+1

14: Sample 3 variables from x according to o.

15: Sample a rule from Eq.(1c) and fit the 3 variables
inside.

16:  Add 1 to the o, if the variable j is fit into the rule.
17: end for

Output: A set of propositions ¢

B Details of Formating Symbolic Logical
Propositions

Among the three implication rules in Ic, if the third
rule is chosen, only the first two variables in the
sampled variables are utilized and the last variable

is discarded.

~ To avoid sentence repetition and prevent the
inference of answers from multiple constructed
propositions, a limitation is imposed on the maxi-
mum occurrence of a logic variable within a single
instance. With the maximum number of proposi-
tions of n, if a variable appears more than n — 1
times in the content, its probability of selection
is set to 0.1. If the variable is selected n times
or more, its probability is set to zero. Otherwise,
the probability of the ¢-th variable is calculated as
follows,

max(o) +1—o;
> (max(o) + 1 — 0;)

where o denotes an array that contains the oc-
currence of all eight variables in the constructed
propositions used for constructing the content of a
single instance and ¢ € (0, 8).

After constructing the content for MCQA, the
generated propositions ¢ and the variable picking
counter information o are utilized to construct the
option sets of MCQA. The set of variables x’ is
retrieved at first, where 0 < o, < nfor k € 2’

This retrieval ensures that the variables in 2’ have

(3)

been selected in lower occurrences, thus increasing
the difficulty of the questions.

C Postprocessing during Transforming
into Natural Language

When incorporating these templates into sentences
with multiple parts, a potential issue arises when
one statement lacks a subject. In such cases, it is as-
sumed that the subject refers to the subjects of the
neighboring statements, which may introduce in-
consistencies in the synthetic texts. To mitigate this
issue, the Stanford POS tagger is utilized to filter
out sentences beginning with the tags *"VERB’ or
’AUX’. Additionally, sentences lacking a ’VERB’
tag are also filtered to ensure language quality.

When handling negated variables, it is nec-
essary to negate the corresponding sentences in
natural language. The same POS tagger is em-
ployed to identify the verb and add the words
"don’t/doesn’t/didn’t" or the token "n’t" in front
of it. If the token "not/n’t" is already present, the
relevant words are reverted back to their original
form.

While verbs can be identified in the remaining
instances, a notable portion of sentences in the
present continuous tense lack an auxiliary verb. To
address this, the nltk tagger, which offers a more
detailed classification of verb tense, is utilized to
reintroduce the appropriate auxiliary verb.

D Question Type Design Inspired from
GMAT

The Graduate Management Admission Test
(GMAT), includes a critical thinking section that
consists of five question types, which are "Infer-
ence," "Finding the Assumption," "Strengthening
an Argument,” "Weakening an Argument and Spot-
ting the Flaws," as well as "Paradox or Discrep-
ancy."

These question types can be further grouped as
“Finding the Missing Assumption”, “Strengthing
an Argument / Finding a Valid Conclusion” and
“Weakening an Argument / Spotting an Invalid Con-
clusion”, which corresponds to the three question
types in DivLogicEval.

E Overview of Logic Reasoning
Benchmarks.

We present an overview of DivLogicEval, along
with a comparison to other logical reasoning bench-



marks and accompanying descriptive statistics, as
shown in Table 7.

F Alternative Formula of PartialCircular

If we want to retain partial credits for a correct
answer, even under random guessing, we can add a
hyperparameter o.

1) +a(l + " plos) log, p(o)]

=1

PC, =

»Jk\n

This alternative metric balances rewarding correct
answers with penalizing random guessing by ad-
justing the influence of an entropy-based penalty.
Below is how the parameter o governs this behav-
ior,

* When o = 1: The formula aligns with the
original PC metric. Here, the entropy penalty
fully counteracts the credit for random guess-
ing. For example, even a single correct answer
receives no credit if the prediction distribution
is maximally uncertain (i.e., uniform, with
maximum entropy).

* When « = 0: The entropy penalty is removed
entirely, reducing the formula to plain accu-
racy: PCy = § where c is the number of
correct answers. Every correct response re-
ceives partial credit, regardless of the model’s
confidence.

* When 0 < o < 1: A hybrid approach takes
effect. Correct answers always receive some
credit, but predictions that are both accurate
and consistent (low entropy) earn greater re-
wards. This ensures that random guessing is
penalized while maintaining partial credit for
correctness.

In summary, PartialCircular discourages reliance
on chance by integrating an entropy penalty that
diminishes rewards for uncertain predictions, while
still acknowledging the value of correct answers.

G More about PartialCircular

G.1 Range Analysis

The metric’s range lies between 0 and 1, as demon-

strated by the following derivation.
Consider the expression,

PC = % : <1 +> p(oi)log, p(Oi)>

i=1

where:0 < ¢ < 4, Z?le(oi) = 1,0 <
p(o;) < 1fori = 1,2,3,4. Recall that the en-
tropy (in base 4) of the probability distribution

p = (p(o1),...,p(04)) is defined as:
H(p) = — ZP(Oz‘) log, p(0i)

Entropy is maximized when the distribution is
uniform, i.e., p(0;) =  for all i. Substituting this
into the entropy formula gives:

4
max - g

Conversely, entropy reaches its minimum value of
Hpin = 0 when one outcome has probability 1 and

all others have probability 0.
This bounds the summation term in the original
expression:

NH
NH

4
Z (0i)log, p(0i) < 0.

Adding 1 to all parts of the inequality yields:

4
0<1+ Zp(oi) log, p(0;) < 1.

i=1

Multiplying through by § (where 0 < § < 1)

preserves the bounds:

4
c
0< <1 <1+Zp (0i) 10g4p(01)> <1

i=1

c
4

Considering the alternative formula Recall that
entropy satisfies 0 < H < 1. This implies:

0<1-H<L1.

For the generalized form,

PCo=S[(1-a)+a(l - H)

»Jk\n

where « € [0, 1], we derive:

E(l—a) < PC, <

[ e

With ¢ € [0, 1], it follows that 0 < PC,, < 1.

G.2 Interpretation of Edge Cases
To provide a clearer picture, we illustrate how Par-
tialCircular scores with edge cases.
* Perfect performance: A score of 1 indicates
full confidence and correctness.

* Random guessing: The penalized score falls
below ¢, depending on the parameter c.

* Complete failure: All incorrect answers
across mutants yield a score of 0.



DivLogicEval | ReClor LogiQA2 | RuleTaker LogicNLI FOLIO RobustLR
Source synthetic, human | exam exam synthetic synthetic  synthetic, human  synthetic
# of options 4 4 4 2 4 3 3
Size 12589 6138 14874 500k 20k 1435 360k
Table 7: Overview of DivLogicEval and other option-based logical reasoning datasets.
G.3 Empirical Observations GPT-4 response:
Our metric reveals meaningful confidence gaps in it Ly lisitommeion: o
) 1. A large crowd of people waits in line at a bus
large language models (LLMs) for specific ques- A ——.—

tion types. For instance:

* 0-shot setting: GPT-3.5 exhibits significantly
lower confidence and correctness in the
"3elc" category compared to "missing" un-
der the PartialCircular metric, despite similar
accuracy scores. This behavior aligns with
results from the Circular metric.

* 3-shot setting: GPT-40 demonstrates notably
reduced confidence and correctness in "3cle"
compared to "3elc" under PartialCircular,
even though it performs comparably on the
Circular metric. Here, PartialCircular aligns
with the accuracy metric.

These observations highlight PartialCircular’s
ability to capture nuanced performance insights
that metrics like accuracy or Circular may over-
look.

H An Illustration of the Error Case

To provide a more comprehensive picture of the
error cases, an example is presented below.

~

Task:

Once large crowd of people waits in line at a bus ter-
minal or beck’s first contribution will appear Monday
evening, james and Ella had killed her. She didn’t die
because of what James and Ella did to her. It took
intellectual courage to arrive at this conclusion. A
man plays saxophone in a temple like setting, if it is
not the case that both she died because of what James
and Ella did to her and it took intellectual courage
to arrive at this conclusion. Beck’s first contribution
will not appear Monday evening. Given the informa-
tion provided, which conclusion is least likely to be
accurate?

A. People form a line, waiting for the bus.

B. A man doesn’t play an instrument inside is a suffi-
cient condition for the case that large crowd of people
doesn’t wait in line at a bus terminal.

C. A man plays saxophone in a temple-like setting.
D. If people form a line, waiting for the bus, it can be
concluded that someone arrived at a conclusion.
Answer: A

#i### Analysis of the Options:

#### A. People form a line, waiting for the bus.

- This is directly stated in the problem: "A large crowd
of people waits in line at a bus terminal." Therefore,
this conclusion is **likely accurate™*.

GPT-4 misinterprets "A large crowd of people
waits in line at a bus terminal." is a fact instead of
a condition, leading to the wrong conclusion.

I Prompt of LLM Evaluation
The prompt for evaluating LLM in Table 8 is,

7

You need to answer in the form of ‘Answer:
<A/B/C/D>’ without explanation.

<Content>

<Question>

<Option_A>

<Option_B>

<Option_C>

<Option_D>

. v

J Prompt of Grammar Correction

The prompt for asking ChatGPT in grammar cor-
rection is,

7

Correct only the grammar of the following text with
minimal changes. Don’t remove any sentence, change
content structure, or make unnecessary changes in
wording, especially don’t modify conjunction words
and don’t add any new punctuation. Return the com-
plete text after correction.

. v

K Details of Evaluating LL.Ms with
DivLogicEval

Table 8 presents the detailed evaluation results of
DivLogicEval.



Model Settings ~ Metrics | Test | Test-3elc  Test-3cle  Test-missing

ACC | 299 | 287 31.0 29.9
0-shot  CIR 8.2 53 117 7.7

Mixtral PC 169 | 119 20.4 18.3
(mixtral-8x7B-instruct-v0.1) ACC 309 341 307 280
3shot  CIR 122 77 14.0 15.0

PC 209 | 162 22 243

ACC | 299 | 29.1 31.0 29.6

O-shot  CIR 163 | 153 20.7 13.0

LLaMA3.3 PC 240 | 245 26.8 20.6
(llama-3.3-70b-instruct) ACC | 306 | 338 307 273
3shot  CIR 177 | 133 20.3 19.3

PC 249 | 234 26.8 24.6

ACC | 335 333 30.9 36.3

O-shot  CIR 192 | 213 15.7 20.7

Qwen2.5 PC 267 | 274 23.9 28.9
(qwen2.5-72b-instruct) ACC | 333 | 342 28.8 37.1
3shot  CIR 187 | 223 13.7 20.0

PC 259 | 284 20.6 28.9

ACC | 308 | 325 30.9 28.9

0-shot  CIR 12.8 9.3 15.7 133

Gemini PC 216 | 199 19.9 17.9
(gemini-1.5-pro) ACC | 334 | 283 337 384
3shot  CIR 17.0 8.6 21.7 20.7

PC 252 | 177 27.7 30.3

ACC | 296 | 297 28.0 30.9

O-shot  CIR 3.7 0.7 53 5.0

GPT-3.5 PC 13.3 9.3 14.9 15.7
(gpt-3.5-turbo) ACC | 30.1 | 284 30.0 31.9
3shot  CIR 46 1.0 7.0 5.7

PC 160 | 12,0 17.9 18.1

ACC | 322 372 33.0 26.6

0-shot  CIR 123 113 133 12.3

GPT-4 PC 21| 223 21.1 23.0
(gpt-4-1106-preview) ACC | 272| 297 273 247
3shot  CIR 72 4.0 7.7 10.0

PC 170 | 13.1 16.5 214

ACC | 340 | 369 28.1 423

0-shot  CIR 146 | 103 133 20.0

GPT-4o PC 27| 215 213 28.1
(gpt-40-2024-05-13) ACC | 358 36.9 28.1 423
3shot  CIR 16.1 12.7 12.3 233

PC 256 | 240 19.9 33.1

ACC | 513 | 592 432 45.0

0-shot  CIR 275 | 263 273 30.0

OpenAl ol-preview* PC 40.3 44.5 343 38.9
(o1-preview-2024-09-12) ACC | 606 | 67.1 455 65.0
3shot  CIR 400 | 42.1 364 40.0

PC 512 | 55.6 40.9 54.0

Table 8: Performance with respect to the three question types in DivLogicEval under different settings.
*The ol-preview model is evaluated on a subset.
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